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The one-dimensional Schrödinger equation is considered when the potential is asymptotic to a positive constant on the right half line. The corresponding Darboux transformation is established by showing how the scattering solutions, the scattering coefficients, and the potential change when bound states are added or removed. The scattering coefficients are represented as certain integrals, from which their properties can be directly extracted. © 2000 American Institute of Physics.

I. INTRODUCTION

Consider the one-dimensional Schrödinger equation,

$$\psi''(k,x) + k^2 \psi(k,x) = V(x) \psi(k,x), \quad x \in \mathbb{R},$$

where the potential $V$ is real valued and satisfies

$$V \in L^1_1(\mathbb{R}^-), \quad V - c^2 \in L^1_1(\mathbb{R}^+),$$

for some $c \geq 0$. In our notation, the prime denotes the derivative with respect to the spatial variable $x$, $\mathbb{R}^- := (-\infty,0)$, $\mathbb{R}^+ := (0, +\infty)$, and $L^1_1(I)$ is the set of measurable functions $f$ on an interval $I$ such that $\int_I dx (1 + |x|) |f(x)|$ is finite. We will use $\mathbb{C}^+$ to denote the upper half complex plane and $\overline{\mathbb{C}^+} : = \mathbb{C}^+ \cup \mathbb{R}$.

Our main goal is to analyze the Darboux transformation for (1.1), namely, to understand how the scattering solutions, the scattering coefficients, and the potential change when bound states are added or removed. The Darboux transformation when $c = 0$ in (1.2) is well understood. For a more general treatment of Darboux transformations, the reader is referred to Ref. 3 and the references therein. In the limit $c \to 0$, the transformation we present in Sec. IV reduces to the well-known case. The main difficulty when $c > 0$ is the analysis at $k \in \mathbb{C}^+$ as $x \to +\infty$ of the behavior of $f_r(k,x)$, the Jost solution from the right defined in Sec. II. We overcome this difficulty by working with a regular solution of (1.1) analyzed in Sec. III.

The bound states of (1.1) are its square-integrable solutions, whereas the scattering states of (1.1) correspond to solutions behaving like $e^{\pm ikx}$ as $x \to -\infty$ and like $e^{\pm i\gamma x}$ as $x \to +\infty$, where

$$\gamma := \sqrt{k^2 - c^2},$$

in which the branch of the square-root function is used with Im $\gamma \geq 0$. Thus, $\gamma$ is purely imaginary when $k \in (-c, c)$.

The reader is referred to Refs. 4–7 for the analysis of the direct and inverse scattering problems for (1.1). For a more general analysis of the scattering problem, see also Refs. 8 and 9, and references therein. The inverse scattering problem for (1.1), namely, the recovery of $V$ from an appropriate set of scattering data, has important applications in the recovery of material properties of thin films. Thus, we expect our results to be useful in x-ray and neutron reflectometry.
II. JOST SOLUTIONS AND SCATTERING COEFFICIENTS

Among the scattering solutions of (1.1) are the so-called Jost solutions with specific boundary conditions at \( x = \pm \infty \). The Jost solution from the left, \( f_l(k,x) \), associated with \( V \) is the solution of (1.1) satisfying

\[
e^{-i\gamma x}f_l(k,x) = 1 + o(1), \quad e^{-i\gamma x}f'_l(k,x) = i\gamma + o(1), \quad x \to +\infty,
\]

where \( \gamma \) is the quantity defined in (1.3). It satisfies the integral relation

\[
f_l(k,x) = e^{i\gamma x} + \frac{1}{\gamma} \int_x^\infty dy \sin \gamma(y-x) [V(y) - e^{2\gamma}] f_l(k,y).
\]

Similarly, \( f_r(k,x) \), the Jost solution from the right, is defined as the solution of (1.1) satisfying

\[
e^{ikx}f_r(k,x) = 1 + o(1), \quad e^{ikx}f'_r(k,x) = -ik + o(1), \quad x \to -\infty,
\]

and it satisfies the integral relation

\[
f_r(k,x) = e^{-ikx} + \frac{1}{k} \int_{-\infty}^x dy \sin k(x-y) V(y)f_r(k,y).
\]

We later need the following known properties of the Jost solutions.

Proposition 2.1: Assume \( V \) satisfies (1.2) for some \( c \geq 0 \). Then, for each fixed \( x \in \mathbb{R} \), the functions \( f_l(k,x), f'_l(k,x), f_r(k,x), \) and \( f'_r(k,x) \) are analytic in \( k \in \mathbb{C}^+ \) and continuous in \( k \in \mathbb{C}^+ \). Moreover, for each fixed \( k \in \mathbb{C}^+ \), these four functions are continuous in \( x \in \mathbb{R} \).

The transmission and reflection coefficients from the left, \( T_l \) and \( L \), can be defined in terms of the spatial asymptotics of \( f_l \) as

\[
e^{-ikx}f_l(k,x) = \frac{1}{T_l(k)} + \frac{L(k)}{T_l(k)} e^{-2ikx} + o(1), \quad x \to -\infty, \quad k \in \mathbb{R} \backslash \{0\}.
\]

Similarly, the transmission and reflection coefficients from the right, \( T_r \) and \( R \), can be defined in terms of the spatial asymptotics of \( f_r \) as

\[
e^{i\gamma x}f_r(k,x) = \frac{1}{T_r(k)} + \frac{R(k)}{T_r(k)} e^{2i\gamma x} + o(1), \quad x \to +\infty, \quad \gamma \in \mathbb{R} \backslash \{0\}.
\]

Since (2.6) holds only for \( k \in \mathbb{R}[\llbracket -c, c \rrbracket] \), one needs to use other means to define \( R(k) \) and \( T_r(k) \) for \( k \in \llbracket -c, c \rrbracket \). It turns out that

\[
T_r(k) = \frac{c}{k} T_l(k), \quad k \in \mathbb{C}^\backslash \{0\},
\]

\[
R(k) = \frac{L(k)T_l(k)}{T_r(k)}, \quad k \in \mathbb{R},
\]

Our paper is organized as follows: In Sec. II we review some relevant properties of the scattering solutions and the bound states. In Sec. III, we obtain various properties of a regular solution of (1.1) that are needed in establishing the Darboux transformation. In Sec. IV we present the Darboux transformation and show how the bound states can be added or removed. Finally, in Sec. V we evaluate the spatial asymptotics of the Jost solutions and present some integral representations of the scattering coefficients.
where the asterisk denotes complex conjugation. The reader is referred to Refs. 4, 5, and 7 for the small-$k$ asymptotics of the scattering coefficients. The poles of $T_j$ in $\mathbb{C}^+$ correspond to the bound states of (1.1). Under (1.2) it is known\(^4\)\(^5\)\(^7\) that such poles are simple, confined to the positive imaginary axis, and finite in number. Let us assume that there are $N$ bound states at $k = i\kappa_j$ with $0 < \kappa_1 < \cdots < \kappa_N$.

Let $[f,g] = fg' - f'g$ denote the Wronskian. It is well known that the Wronskian of any two solutions of (1.1) is independent of $x$. From (2.3) and (2.5) it follows that

$$
\frac{1}{T_j(k)} = \frac{1}{2ik} [f_j(k,x); f_j(k,x)],
$$

and hence $f_j(k,x)$ and $f_j(k,x)$ are linearly dependent at the bound states and linearly independent otherwise. In fact, $f_j(i\kappa_j,x)$ and $f_j(i\kappa_j,x)$ decay exponentially\(^4\)\(^5\) to zero as $x \to \pm \infty$. Thus, if we let

$$
\mu_j = \frac{f_j(i\kappa_j,x)}{f_j(i\kappa_j,x)},
$$

then each $\mu_j$ is independent of $x$ and is a real nonzero constant.

**Proposition 2.2:** Assume $V$ satisfies (1.2) for some $c > 0$ with the bound states occurring at $k = i\kappa_j$ for $j = 1,...,N$. Then, both $f_j(i\kappa,x)$ and $f_j(i\kappa,x)$ are strictly positive when $\kappa = \kappa_N$. In case there are no bound states, $f_j(i\kappa,x)$ and $f_j(i\kappa,x)$ are strictly positive for all $\kappa > 0$.

**Proof:** The proof is similar to the case when $c = 0$ and it can be obtained, e.g., by using Proposition 10.1 of Ref. 16.\(\Box\)

**Proposition 2.3:** Assume $V$ satisfies (1.2) for some $c > 0$ with the bound states occurring at $k = i\kappa_j$ for $j = 1,...,N$. Then,

(i) $T_j(i\kappa) > 0$ when $\kappa > \kappa_N$.

(ii) $(-1)^j T_j(i\kappa) > 0$ when $\kappa \in (\kappa_{N-j}, \kappa_{N-j+1})$ for $j = 1,...,N-1$.

(iii) $(-1)^N T_j(i\kappa) > 0$ when $\kappa \in (0, \kappa_1)$.

If there are no bound states, then $T_j(i\kappa) > 0$ for $\kappa > 0$.

**Proof:** The proof is obtained by noticing\(^4\)\(^5\) that $1/T_j(i\kappa)$ is real and continuous for $\kappa \in \mathbb{R}$, it has simple zeros at $\kappa = \kappa_j$ for $j = 1,...,N$, and that it converges to 1 as $\kappa \to +\infty$.\(\Box\)

### III. REGULAR SOLUTION

Let $v(k,x)$ be the solution of (1.1) satisfying the boundary conditions

$$
v(k,0) = 0, \quad v'(k,0) = 1.
$$

For each fixed $x \in \mathbb{R}$, $v(\cdot,x)$ is entire on the complex plane and hence it is a “regular” solution. As in (3.3) and (3.5) of Ref. 7 we have the integral relations

$$
v(k,x) = \left\{ \begin{array}{ll}
\frac{\sin \gamma x}{\gamma} + \frac{1}{\gamma} \int_0^x dy \sin \gamma (x-y) \left[ V(y) - c^2 \right] v(k,y), & x \geq 0, \\
\frac{\sin kx}{k} + \frac{1}{k} \int_0^x dy \sin k(y-x) V(y)v(k,y), & x \leq 0,
\end{array} \right.
$$

$$
v'(k,x) = \left\{ \begin{array}{ll}
\cos \gamma x + \int_0^x dy \cos \gamma (x-y) \left[ V(y) - c^2 \right] v(k,y), & x \geq 0, \\
\cos kx - \int_x^0 dy \cos k(y-x) V(y)v(k,y), & x \leq 0,
\end{array} \right.
$$
From (3.1) and the constancy of the Wronskian of any two solutions of (1.1), it follows that

\[ [f_l(x); v(x)] = f_l(0), \quad [f_i(x); v(x)] = f_i(0). \]  \hfill (3.4)

Let us fix \( k > k_N \) (\( k > 0 \) if (1.1) has no bound states). When a bound state is added to (1.1) at \( k = i\kappa \), we are interested in finding the potential, the scattering coefficients, and the Jost solutions corresponding to the resulting Schrödinger equation. For this, we prove several propositions that are needed to establish the Darboux transformation formulas in Sec. IV.

From (2.9), (3.4), and Propositions 2.2 and 2.3, it follows that any two of \( f_l(i\kappa, x) \), \( f_i(i\kappa, x) \), and \( v(i\kappa, x) \) are linearly independent. Thus, we have

\[ f_i(i\kappa, x) = A_3(f_i(i\kappa, x) + A_2(v(i\kappa, x), \quad x \geq 0, \]  \hfill (3.5)

\[ f_i(i\kappa, x) = A_3(f_i(i\kappa, x) - A_4(v(i\kappa, x), \quad x \leq 0, \]  \hfill (3.6)

where the coefficients \( A_j(\kappa) \) are analyzed in the next proposition.

**Proposition 3.1:** Assume \( V \) satisfies (1.2) for some \( c \geq 0 \) and that \( k > k_N \) (if there are no bound states, let \( k > 0 \) ). Then, all the four \( A_j(\kappa) \) appearing in (3.5) and (3.6) are strictly positive.

**Proof:** Using (2.9) and (3.4)–(3.6) we get

\[ A_1(\kappa) = \frac{1}{A_3(\kappa)} = \frac{f_i(0)}{f_i(i\kappa, 0)}, \]  \hfill (3.7)

\[ A_2(\kappa) = \frac{2\kappa}{T_i(i\kappa) f_i(0)}, \quad A_4(\kappa) = \frac{2\kappa}{T_i(i\kappa) f_i(0)}. \]  \hfill (3.8)

By Propositions 2.2 and 2.3 all the three quantities \( f_i(i\kappa, 0) \), \( f_i(i\kappa, 0) \), and \( T_i(i\kappa) \) are strictly positive, and hence each of the four \( A_j(\kappa) \) is strictly positive. \( \blacksquare \)

Let

\[ u(x; \kappa) = \begin{cases} e^{-\lambda x} v(i\kappa, x), & x \geq 0, \\ e^{\lambda x} v(i\kappa, x), & x \leq 0, \end{cases} \]  \hfill (3.9)

where \( \lambda \) is the constant defined in terms of \( k \) as

\[ \lambda = \sqrt{k^2 + c^2}, \]  \hfill (3.10)

and \( c \) is the constant appearing in (1.2). Even though \( v(i\kappa, x) \) is unbounded as \( x \to \pm \infty \), we will see that \( u(x; \kappa) \) has nice properties that will be useful later on.

**Proposition 3.2:** Assume that \( V \) satisfies (1.2) for some \( c \geq 0 \) and that \( k > k_N \) (if there are no bound states, let \( k > 0 \) ). Then,

(i) \( u(x; \kappa) \) and \( u'(x; \kappa) \) are continuous and bounded in \( x \in \mathbb{R} \).

(ii) The spatial asymptotics of \( u(x; \kappa) \) and \( u'(x; \kappa) \) are given by

\[ u'(x; \kappa) = o(1/x), \quad x \to \pm \infty, \]  \hfill (3.11)

\[ u(x; \kappa) = \begin{cases} \frac{f_i(i\kappa, 0)}{2\lambda} + o(1), & x \to +\infty, \\ -\frac{f_i(i\kappa, 0)}{2\kappa} + o(1), & x \to -\infty. \end{cases} \]  \hfill (3.12)

**Proof:** Using (3.1) and (3.9) in (1.1) we see that \( u(\cdot; \kappa) \) and \( u'(\cdot; \kappa) \) are both continuous and satisfy \( u(0; \kappa) = 0 \) and \( u'(0; \kappa) = 1 \). Thus, from (3.2), (3.3), and (3.9) we get
\[ u(x; \kappa) = \begin{cases} 
\frac{1}{2\lambda} \left[ 1 - e^{-2\lambda x} \right] + \frac{1}{2\lambda} \int_x^0 dy \left[ 1 - e^{-2\lambda(x-y)} \right] \left[ V(y) - c^2 \right] u(y; \kappa), & x \geq 0, \\
\frac{1}{2\kappa} \left[ e^{2\kappa x} - 1 \right] + \frac{1}{2\kappa} \int_x^0 dy \left[ 1 - e^{-2\kappa(y-x)} \right] V(y) u(y; \kappa), & x \leq 0,
\end{cases} \tag{3.13} \]

\[ u'(x; \kappa) = \begin{cases} 
e^{-2\lambda x} + \int_x^0 dy \ e^{-2\lambda(x-y)} \left[ V(y) - c^2 \right] u(y; \kappa), & x \geq 0, \\
\ e^{2\kappa x} - \int_x^0 dy \ e^{-2\kappa(y-x)} V(y) u(y; \kappa), & x \leq 0. \tag{3.14} \]

The Volterra equation (3.13) can be solved by using iteration, and we get

\[ |u(x; \kappa)| \leq \begin{cases} 
\frac{1}{\lambda} \exp \left( \frac{1}{\lambda} \int_x^0 dy \ |V(y) - c^2| \right), & x \geq 0, \\
\frac{1}{\kappa} \exp \left( \frac{1}{\kappa} \int_x^0 dy \ |V(y)| \right), & x \leq 0. \tag{3.15} \]

Because of (1.2), we see from (3.15) that \( u(x; \kappa) \) is bounded in \( x \in \mathbb{R} \). Letting \( C \) denote a generic constant and using \( |u(x; \kappa)| \leq C \) in (3.14), we see that \( u'(x; \kappa) \) is bounded in \( x \in \mathbb{R} \). In fact, from (3.14) we get the following estimates. When \( x > 0 \) we have

\[ |u'(x; \kappa)| \leq e^{-2\lambda x} + C \int_x^0 dy \ e^{-2\lambda(x-y)} |V(y) - c^2| + \frac{2C}{x} \int_x^0 dy \ e^{-2\lambda(x-y)} |V(y) - c^2| \]

\[ \leq e^{-2\lambda x} + Ce^{-\lambda x} \int_x^{x/2} dy \ |V(y) - c^2| + \frac{2C}{x} \int_x^{x/2} dy \ e^{-2\lambda(x-y)} |V(y) - c^2|, \tag{3.16} \]

From (1.2) it follows that the last integral in (3.16) is \( o(1) \) as \( x \to +\infty \), and hence \( u'(x; \kappa) = o(1/x) \) as \( x \to +\infty \). Similarly, when \( x < 0 \) we have

\[ |u'(x; \kappa)| \leq e^{2\kappa x} + C \int_{x/2}^0 dy \ e^{2\kappa(x-y)} |V(y)| + \frac{2C}{|x|} \int_x^{x/2} dy \ |e^{-2\kappa(y-x)}| V(y)| \]

\[ \leq e^{2\kappa x} + Ce^{\kappa x} \int_{x/2}^0 dy \ |V(y)| + \frac{2C}{|x|} \int_x^{x/2} dy \ |e^{-2\kappa(y-x)}| V(y)|, \tag{3.17} \]

and since the last integral in (3.17) is \( o(1) \) as \( x \to -\infty \), it follows that \( u'(x; \kappa) = o(1/x) \) as \( x \to -\infty \). Thus, (3.11) has been established. Letting

\[ m_l(k, x) := e^{-i\gamma} f_l(k, x), \tag{3.18} \]

from (2.1) we get

\[ m_l(i\kappa, x) = 1 + o(1), \quad m'_l(i\kappa, x) = o(1), \quad x \to +\infty. \]

The first Wronskian identity in (3.4) can be written as

\[ f_l(i\kappa, 0) = m_l(i\kappa, x) u'(x; \kappa) + [2\lambda m_l(i\kappa, x) - m'_l(i\kappa, x)] u(x; \kappa). \tag{3.19} \]

Letting \( x \to +\infty \) in (3.19) and recalling that \( f_l(i\kappa, 0) > 0 \), with the help of (3.11) and (3.19), we get (3.12) as \( x \to +\infty \). Similarly, letting
\[ m_x(k,x) := e^{ikx} f_x(k,x), \] (3.20)

from (2.3) we get
\[ m_x(i\kappa,x) = 1 + o(1), \quad m_x'(i\kappa,x) = o(1), \quad x \to -\infty. \] (3.21)

The second Wronskian identity in (3.4) can be written as
\[ f_x(i\kappa,0) = m_x(i\kappa,x)u_x'(x;i\kappa) - [2\kappa m_x(i\kappa,x) + m_x'(i\kappa,x)]u(x;i\kappa). \] (3.22)

Letting \( x \to -\infty \) in (3.22) and recalling that \( f_x(i\kappa,0) > 0 \), using (3.11) and (3.21), we establish (3.12) as \( x \to -\infty \).

**Proposition 3.3:** Assume that \( V \) satisfies (1.2) for some \( c \gg 0 \) and that \( \kappa > \kappa_N \) (if there are no bound states, let \( \kappa > 0 \)). Then \( u'(\cdot;\kappa) \) belongs to \( L^1_2(\mathbb{R}) \), where \( u(x;\kappa) \) is the quantity defined in (3.9).

**Proof:** As shown in Proposition 3.2(ii), \( u'(\cdot;\kappa) \) is continuous. Thus, as seen from (3.16) and (3.17), in order to prove that \( u'(\cdot;\kappa) \) belongs to \( L^1_2(\mathbb{R}) \), it is enough to prove that \( I_1 \) and \( I_2 \) are finite, where we have defined
\[ I_1 := \int_{-2a}^{\infty} dx \left( 1 + \frac{1}{x} \right) \int_x^{\infty} dy \, ye^{-2\kappa(x-y)} |V(y) - c^2|, \] (3.23)
\[ I_2 := \int_{-\infty}^{-2a} dx \left( 1 + \frac{1}{|x|} \right) \int_{-\infty}^{x/2} dy \, ye^{-2\kappa(y-x)} |V(y)|, \] (3.24)
for some positive constant \( a \gg 1 \). Changing the order of integration in (3.23), we get
\[ I_1 \leq 2 \int_{-a}^{\infty} dy \, ye^{2\kappa y} |V(y) - c^2| \int_y^{\infty} dx \, e^{-2\kappa x} = \frac{1}{\kappa} \int_{-a}^{\infty} dy \, ye^{-2\kappa} |V(y) - c^2|, \]
and hence, because of (1.2), \( I_1 \) is finite. Similarly, a change of order of integration in (3.24) gives us
\[ I_2 \leq 2 \int_{-\infty}^{-a} dy \, ye^{-2\kappa} |V(y)| \int_{-\infty}^{y} dx \, e^{2\kappa x} = \frac{1}{\kappa} \int_{-\infty}^{-a} dy \, ye^{-2\kappa} |V(y)|, \]
and hence \( I_2 \) is also finite because of (1.2). Thus, the proof is completed.

For \( \alpha > 0 \) let us define
\[ h(x;\kappa,\alpha) := f_x(i\kappa,x) + \alpha f_x(i\kappa,x), \quad x \in \mathbb{R}, \] (3.25)
\[ \xi(x;\kappa,\alpha) := \frac{h'(x;\kappa,\alpha)}{h(x;\kappa,\alpha)}, \quad x \in \mathbb{R}. \] (3.26)

**Proposition 3.4:** Assume \( V \) satisfies (1.2) for some \( c \gg 0 \), and let \( \alpha > 0 \) and \( \kappa > \kappa_N \) (if there are no bound states, let \( \kappa > 0 \)). Then,

(i) \( \xi(x;\kappa,\alpha) \) is bounded and continuous in \( x \in \mathbb{R} \).
(ii) \( \xi(\cdot;\kappa,\alpha) - \lambda \) belongs to \( L^1_2(\mathbb{R}^+) \) and \( \xi(\cdot;\kappa,\alpha) + \kappa \) belongs to \( L^1_2(\mathbb{R}^-) \).
(iii) \( \xi'(\cdot;\kappa,\alpha) \) exists a.e. and belongs to \( L^1_2(\mathbb{R}) \).

**Proof:** Because of Proposition 2.1, both \( h(x;\kappa,\alpha) \) and \( h'(x;\kappa,\alpha) \) are continuous in \( x \in \mathbb{R} \).
From Proposition 2.2, it follows that \( h(x;\kappa,\alpha) \) is strictly positive, and hence \( \xi(x;\kappa,\alpha) \) is continuous in \( x \in \mathbb{R} \). Using (3.5) and (3.6) in (3.25), with the help of (3.7)–(3.10), we obtain...
Using (2.1), (2.3), (3.11), and (3.12) in (3.27) and (3.28), we obtain

\[
\xi(x; \kappa, \alpha) = \begin{cases} 
\lambda + \frac{u'(x; \kappa)}{u(x; \kappa)} + \frac{1}{u(x; \kappa)} O(e^{-2\kappa x}), & x \to +\infty, \\
-\kappa + \frac{u'(x; \kappa)}{u(x; \kappa)} + \frac{1}{u(x; \kappa)} O(e^{2\kappa x}), & x \to -\infty.
\end{cases}
\] (3.29)

As seen from (3.12), \(u(x; \kappa)\) is bounded and remains bounded away from zero as \(x \to \pm \infty\). Thus, from (3.12) and (3.29) we get

\[
\xi(x; \kappa, \alpha) = \begin{cases} 
\lambda + \frac{2\kappa u'(x; \kappa)}{f_j(i \kappa, 0)} [1 + o(1)] + O(e^{-2\kappa x}), & x \to +\infty, \\
-\kappa - \frac{2\kappa u'(x; \kappa)}{f_l(i \kappa, 0)} [1 + o(1)] + O(e^{2\kappa x}), & x \to -\infty.
\end{cases}
\] (3.30)

Using (3.11) and Proposition 2.2 in (3.30), we see that \(\xi(x; \kappa, \alpha)\) is bounded for all \(x \in \mathbb{R}\). Since \(\xi'(\cdot; \kappa, \alpha)\) is continuous, the \(L^1\)-properties stated in (ii) follow from (3.30) and the \(L^1\)-property of \(u'(x; \kappa)\) established in Proposition 3.3. From (1.1) and (3.26) we get

\[
\xi'(x; \kappa, \alpha) = V(x) + \kappa^2 - \xi(x; \kappa, \alpha)^2, \quad x \in \mathbb{R}.
\] (3.31)

Using (3.10) we can write (3.31) also as

\[
\xi'(x; \kappa, \alpha) = V(x) - c^2 + \lambda^2 - \xi(x; \kappa, \alpha)^2, \quad x \in \mathbb{R}.
\] (3.32)

Thus, because of (1.2), as seen from (3.31) and (3.32), in order to show that \(\xi'(\cdot; \kappa, \alpha)\) belongs to \(L^1(\mathbb{R})\), it is sufficient to show that \(\xi'(\cdot; \kappa, \alpha)^2 - \lambda^2\) belongs to \(L^1(\mathbb{R}^+)\) and \(\xi(\cdot; \kappa, \alpha)^2 - \kappa^2\) belongs to \(L^1(\mathbb{R}^-)\). However, these directly follow from (i) and (ii), as seen by writing

\[
\xi(x; \kappa, \alpha)^2 - \lambda^2 = \xi(x; \kappa, \alpha - \lambda)[\xi(x; \kappa, \alpha) + \lambda],
\]
\[
\xi(x; \kappa, \alpha)^2 - \kappa^2 = \xi(x; \kappa, \alpha + \kappa)[\xi(x; \kappa, \alpha) - \kappa],
\]
and using (ii) and the boundedness of \(\xi(x; \kappa, \alpha) + \lambda\) and \(\xi(x; \kappa, \alpha) - \kappa\).

**IV. DARBOUX TRANSFORMATION**

Let us use a tilde to denote the quantities associated with the resulting Schrödinger equation when a bound state is added to (1.1) at \(k = i\kappa\) with \(\kappa > \kappa_N\) (with \(\kappa > 0\) if (1.1) has no bound states). That is, \(\tilde{V}\) is the resulting potential, \(\tilde{f}_j\) and \(\tilde{f}_l\) are the Jost solutions, \(\tilde{T}_j\) and \(\tilde{T}_l\) are the transmission coefficients, and \(\tilde{L}\) and \(\tilde{R}\) are the reflection coefficients, from the left and from the right, respectively. We have the following result:

**Theorem 4.1:** Assume \(V\) satisfies (1.2) for some \(c \gg 0\). If a bound state is added to (1.1) at \(k = i\kappa\) with \(\kappa > \kappa_N\) (with \(\kappa > 0\) if (1.1) has no bound states), then

\[
\tilde{V}(x; \kappa, \alpha) = V(x) - 2 \xi'(x; \kappa, \alpha),
\] (4.1)
\[ \tilde{f}_j(k,x;\kappa,\alpha) = \frac{1}{i(\gamma+i\lambda)}[f_j'(k,x) - \xi(x;\kappa,\alpha)f_j(k,x)], \quad (4.2) \]

\[ \tilde{f}_r(k,x;\kappa,\alpha) = \frac{i}{(k+i\kappa)}[f_r'(k,x) - \xi(x;\kappa,\alpha)f_r(k,x)], \quad (4.3) \]

\[ \tilde{T}_j(k;\kappa,\alpha) = \frac{\gamma+i\lambda}{k-i\kappa}T_j(k), \quad \tilde{L}(k;\kappa,\alpha) = -\frac{k+i\kappa}{k-i\kappa}L(k), \quad (4.4) \]

\[ \tilde{T}_r(k;\kappa,\alpha) = \frac{\gamma+i\lambda}{k-i\kappa}T_r(k), \quad \tilde{R}(k;\kappa,\alpha) = -\frac{\gamma+i\lambda}{\gamma-\lambda}R(k), \quad (4.5) \]

where \( \gamma \) is as in (1.3), \( \lambda \) is the constant in (3.10), and \( \xi(x;\kappa,\alpha) \) is the function defined in (3.26).

**Proof:** It can be verified directly that \( \tilde{f}_j \) and \( \tilde{f}_r \) given in (4.2) and (4.3), respectively, satisfy (1.1) when the potential \( V \) is replaced by \( \tilde{V} \). Moreover, from the asymptotics as \( x \rightarrow +\infty \) stated in (2.1) and (3.30), it follows that \( \tilde{f}_j \) is the Jost solution from the left associated with \( \tilde{V} \). Similarly, from the asymptotics as \( x \rightarrow -\infty \) stated in (2.3) and (3.30), it follows that \( \tilde{f}_r \) is the Jost solution from the right for \( \tilde{V} \). With the help of (2.5), (2.6), (3.11), and (3.30), we obtain \( \tilde{T}_j \) and \( \tilde{L} \) given in (4.4). Finally, by using (2.7), (2.8), and (4.4), we establish (4.5).

**Proposition 4.2:** Assume \( V \) satisfies (1.2) for some \( c \geq 0 \). If a bound state is added to (1.1) at \( k = i\kappa \) with \( \kappa > \kappa_N \) (with \( \kappa > 0 \) if (1.1) has no bound states), then \( \tilde{V} \) belongs to the same class as \( V \), namely,

\[ \tilde{V} \in L^1_+(\mathbb{R}^-), \quad \tilde{V} - c^2 \in L^1_+(\mathbb{R}^+). \quad (4.6) \]

Moreover, the positive constant \( \alpha \) introduced in (3.25) is related to the ratio of the Jost solutions of \( \tilde{V} \) at the bound state \( k = i\kappa \) as

\[ \frac{\tilde{f}_j(i\kappa,x;\kappa,\alpha)}{\tilde{f}_r(i\kappa,x;\kappa,\alpha)} = \frac{\alpha \kappa}{\lambda}, \quad (4.7) \]

where \( \lambda \) is the quantity defined in (3.10). Furthermore, \( \tilde{f}_j(i\kappa,x;\kappa,\alpha) \) and \( \tilde{f}_r(i\kappa,x;\kappa,\alpha) \) are both strictly positive for all \( x \in \mathbb{R} \) and decay exponentially to zero as \( x \rightarrow \pm \infty \) with the asymptotics given by

\[ \tilde{f}_j(i\kappa,x;\kappa,\alpha) = \begin{cases} e^{-\lambda x}[1 + o(1)], & x \rightarrow +\infty, \\ \frac{\alpha \kappa}{\lambda} e^{\kappa x}[1 + o(1)], & x \rightarrow -\infty, \end{cases} \quad (4.8) \]

\[ \tilde{f}_r(i\kappa,x;\kappa,\alpha) = \begin{cases} \frac{\lambda}{\alpha \kappa} e^{-\lambda x}[1 + o(1)], & x \rightarrow +\infty, \\ e^{\kappa x}[1 + o(1)], & x \rightarrow -\infty. \end{cases} \quad (4.9) \]

**Proof:** We get (4.6) by using (1.2), (4.1), and Proposition 3.4(iii). Evaluating (4.2) and (4.3) at \( k = i\kappa \) and using (3.26), we obtain (4.7). Since \( \tilde{f}_j \) is asymptotic to \( e^{i\gamma x} \) as \( x \rightarrow +\infty \) as in (2.1) and \( \tilde{f}_r \) to \( e^{-i\kappa x} \) as \( x \rightarrow -\infty \) as in (2.3), using (4.7) we obtain (4.8) and (4.9).

In the next theorem we present the Darboux transformation when we remove from (1.1) the bound state of the lowest energy. The proof is omitted because the technique used in the proof is similar to that used in Theorem 4.1 and Proposition 4.2.
Theorem 4.3: Assume that $\tilde{V}$ satisfies (4.6) for some $c \geq 0$ and that its lowest bound-state energy corresponds to $k = i\kappa$ for some $\kappa > 0$. Let $f_l(k,x)$ and $f_r(k,x)$ denote the Jost solutions for $\tilde{V}$, from the left and from the right, respectively. After the removal of the bound state at $k = i\kappa$, let us denote the resulting potential by $V$, with the corresponding Jost solutions $f_l(k,x)$ and $f_r(k,x)$. Then,

$$V(x) = \tilde{V}(x) - 2\eta'(x),$$

$$f_l(k,x) = \frac{1}{i(\gamma - i\kappa)}[\tilde{f}_l'(k,x) - \eta(x)\tilde{f}_l(k,x)],$$

$$f_r(k,x) = \frac{i}{(k - i\kappa)}[\tilde{f}_r'(k,x) - \eta(x)\tilde{f}_r(k,x)],$$

where $\gamma$ is as in (1.3), $\lambda$ is as in (3.10), and $\eta(x) := \tilde{f}_l'(i\kappa,x)/\tilde{f}_l(i\kappa,x)$. Moreover, $\eta(+\infty) = -\lambda$, $\eta(-\infty) = \kappa$. Furthermore, $\eta(x)$ is determined by the scattering coefficients as in (4.11).

Proof: Using Propositions 4.1 and 4.2 in a recursive manner, we obtain the following result:

Corollary 4.4: Assume that $V$ satisfies (1.2) for some $c \geq 0$ and it has bound states at $k = i\kappa_j$ for $j = 1,\ldots,N$; let $\lambda_j = \sqrt{k_j^2 + c^2}$. Then,

$$T_l(k) = T_l^{[0]}(k)\prod_{j=1}^N \frac{\gamma + i\lambda_j}{k - i\kappa_j},$$

$$T_r(k) = T_r^{[0]}(k)\prod_{j=1}^N \frac{\gamma + i\lambda_j}{k - i\kappa_j},$$

$$L(k) = (-1)^N L^{[0]}(k)\prod_{j=1}^N \frac{k + i\kappa_j}{k - i\kappa_j},$$

$$R(k) = (-1)^N R^{[0]}(k)\prod_{j=1}^N \frac{\gamma + i\lambda_j}{\gamma - i\lambda_j},$$

where $T_l^{[0]}$, $T_r^{[0]}$, $L^{[0]}$, and $R^{[0]}$ are the scattering coefficients corresponding to the potential $V^{[0]}$ obtained from $V$ by removing all its bound states, and $V^{[0]}$ belongs to the same class as $V$ does, i.e., $V^{[0]} \in L^1_i(\mathbf{R}^+)$ and $V^{[0]} - c^2 \in L^1_i(\mathbf{R}^+)$. Notice that if we let $c \rightarrow 0$ in (4.2)–(4.5), (4.10), and (4.11), then we obtain the well-known Darboux transformation formulas for the standard Schrödinger equation.

In certain applications in materials science, the potential $V(x)$ has support in $\mathbf{R}^+$. In such cases, we show in the next proposition that the constant $\alpha$ appearing in (3.25) must be chosen in a unique manner in order not to change the potential for $x < 0$.

Proposition 4.5: Assume that $V$ satisfies (1.2) for some $c \geq 0$, vanishes for $x < 0$, and has bound states at $k = i\kappa_j$ for $j = 1,\ldots,N$. If a bound state is added to $V$ at $k = i\kappa$ with $\kappa > \kappa_N$ (with $\kappa > 0$ if (1.1) has no bound states), then $V$ also vanishes for $x < 0$ if and only if the constant $\alpha$ appearing in (3.25) is chosen as

$$\alpha = -\frac{L(i\kappa)}{T_l(i\kappa)}.\quad (4.12)$$

Proof: When $V$ vanishes for $x < 0$, its Jost solutions on $\mathbf{R}^-$ are determined by the scattering coefficients as

$$f_l(k,x) = \frac{e^{ikx} + L(k)e^{-ikx}}{T_l(k)},\quad f_r(k,x) = e^{-ikx}, \quad x \leq 0.\quad (4.13)$$

Using (3.25) and (4.13) in (3.26), we get

$$\xi(x;\kappa) = -\kappa \frac{e^{-\kappa x/T_l(i\kappa)} - [\alpha + L(i\kappa)/T_l(i\kappa)]e^{\kappa x}}{e^{-\kappa x/T_l(i\kappa)} + [\alpha + L(i\kappa)/T_l(i\kappa)]e^{\kappa x}}, \quad x \leq 0,$$
and hence, because of (4.1), $\tilde{V}$ vanishes for $x<0$, i.e. $\xi(x;\kappa,\alpha)$ is a constant, if and only if (4.12) is satisfied.

V. REPRESENTATIONS FOR SCATTERING COEFFICIENTS

The integral relation (2.2) is not suitable to obtain the asymptotics of $f_f(k,x)$ as $x \to -\infty$. For this we can use the representation

$$2ikf_f(k,x) = B_1(k)e^{ikx} + B_2(k)e^{-ikx} + \int_x^0 dy \left[ e^{ik(y-x)} - e^{-ik(y-x)} \right] V(y)f_f(k,y),$$  

(5.1)

where we have defined

$$B_1(k) := ikf_f(k,0) + f'_f(k,0), \quad B_2(k) := ikf_f(k,0) - f'_f(k,0).$$  

(5.2)

It can be easily checked that $f_f(k,x)$ given in (5.1) satisfies (1.1) and the appropriate boundary conditions at $x=0$. Letting

$$p_f(k,x) := e^{-ikx}f_f(k,x),$$  

(5.3)

we can write (5.1) as

$$2ikp_f(k,x) = B_1(k) + B_2(k)e^{-2ikx} + \int_x^0 dy \left[ e^{2ik(y-x)} - 1 \right] V(y)p_f(k,y).$$  

(5.4)

By iterating (5.4), for $x \gg 0$ we get

$$|p_f(k,x)| \leq \frac{1}{2|k|} \left[ |B_1(k)| + |B_2(k)| \right] \exp \left( \frac{1}{|k|} \int_{-\infty}^0 dy \left| V(y) \right| \right), \quad k \in \mathbb{C}^+ \setminus \{0\}. \quad (5.5)$$

With the help of (2.5), (5.1), (5.2), (5.4), and (5.5), we obtain

$$\frac{2ik}{T_f(k)} = ikf_f(k,0) + f'_f(k,0) - \int_{-\infty}^0 dy V(y)p_f(k,y), \quad k \in \mathbb{C}^+ \setminus \{0\}, \quad (5.6)$$

$$\frac{2ikL(k)}{T_f(k)} = ikf_f(k,0) - f'_f(k,0) + \int_{-\infty}^0 dy e^{2iky}V(y)p_f(k,y), \quad k \in \mathbb{R} \setminus \{0\}. \quad (5.7)$$

For each fixed $k \in \mathbb{C}^+$, letting $x \to -\infty$ in (5.4) and using (5.6), we get

$$2ikp_f(k,x) = B_1(k) - \int_{-\infty}^0 dy V(y)p_f(k,y) + o(1) = \frac{2ik}{T_f(k)} + o(1), \quad (5.8)$$

and hence from (5.2) and (5.8) we have

$$e^{-ikx}f_f(k,x) = \frac{1}{T_f(k)} \left[ 1 + o(1) \right], \quad k \in \mathbb{C}^+, \quad x \to -\infty.$$  

In the integrand in (5.7), when $k \in \mathbb{C}^+$, the factor $e^{2iky}$ grows exponentially as $y \to -\infty$; hence, unless $V(y)$ decays faster, the integral does not converge and thus $L(k)$ does not have an extension from real $k$ values to complex ones.

In a similar manner, in order to study the asymptotics of $f_f(k,x)$ as $x \to +\infty$, instead of (2.4) we will use the integral relation
\[2i \gamma f_r(k,x) = B_3(k)e^{i\gamma x} + B_4(k)e^{-i\gamma x} + \int_0^x dy \left[ e^{i\gamma(x-y)} - e^{-i\gamma(x-y)} \right][V(y) - c^2]f_r(k,y),\]

(5.9)

where we have defined

\[B_3(k) = i \gamma f_r(k,0) + f'_r(k,0), \quad B_4(k) = i \gamma f_r(k,0) - f'_r(k,0).\]

(5.10)

It can be checked that \(f_r(k,x)\) given in (5.9) satisfies (1.1) and the appropriate boundary conditions at \(x = 0\). Letting

\[p_r(k,x) = e^{i\gamma x}f_r(k,x),\]

(5.11)

we can write (5.9) as

\[2i \gamma p_r(k,x) = B_3(k)e^{2i\gamma x} + B_4(k) + \int_0^x dy \left[ e^{2i\gamma(x-y)} - 1 \right][V(y) - c^2]p_r(k,y).\]

(5.12)

Iterating (5.12), for \(x \rightarrow 0\) we get

\[|p_r(k,x)| \leq \frac{1}{2|\gamma|} \left[ |B_3(k)| + |B_4(k)| \right] \exp \left( \frac{1}{|\gamma|} \int_0^\infty dy |V(y) - c^2| \right), \quad \gamma \in \mathbb{C} \setminus \{0\}.\]

(5.13)

Using (2.6), (5.9), (5.10), (5.12), and (5.13), we obtain

\[\frac{2i \gamma}{T_r(k)} = i \gamma f_r(k,0) - f'_r(k,0) - \int_0^\infty dy \left[ V(y) - c^2 \right]p_r(k,y), \quad \gamma \in \mathbb{C} \setminus \{0\},\]

(5.14)

\[\frac{2i \gamma R(k)}{T_r(k)} = i \gamma f_r(k,0) + f'_r(k,0) + \int_0^\infty dy e^{-2i\gamma y} \left[ V(y) - c^2 \right]p_r(k,y), \quad \gamma \in \mathbb{R} \setminus \{0\}.\]

(5.15)

Using (2.7), (2.8), (5.6), and (5.7), we can extend \(R(k)\) and \(T_r(k)\) to \(k \in [-c, c]\) as well. In (5.12), for each fixed \(\gamma \in \mathbb{C}^+\), letting \(x \rightarrow +\infty\) we get

\[2i \gamma p_r(k,x) = B_4(k) - \int_0^\infty dy \left[ V(y) - c^2 \right]p_r(k,y) + o(1) = \frac{2i \gamma}{T_r(k)} + o(1),\]

(5.16)

and hence from (5.11) and (5.16) we get

\[e^{i\gamma x}f_r(k,x) = \frac{1}{T_r(k)} \left[ 1 + o(1) \right], \quad \gamma \in \mathbb{C}^+, \quad x \rightarrow +\infty.\]

In the integrand in (5.15), when \(\gamma \in \mathbb{C}^+\), the factor \(e^{-2i\gamma y}\) grows exponentially as \(y \rightarrow +\infty\), and hence unless \(V(y) - c^2\) decays faster, the integral does not converge and \(R(k)\) does not have an extension from real \(k\) values to complex ones.

**Proposition 5.1:** Assume \(V\) satisfies (1.2) for some \(c \geq 0\). Then, \(p_l(k,x)\) and \(p_r(k,x)\) defined in (5.3) and (5.11), respectively, have the following properties:

(i) For each \(x \in \mathbb{R}\), \(p_l(\cdot, x)\) and \(p_r(\cdot, x)\) are analytic in \(k \in \mathbb{C}^+\) and continuous in \(k \in \mathbb{C}^+\).

(ii) Uniformly in \(x \in \mathbb{R}^+\) we have

\[p_l(k,x) = 1 + O(1/k), \quad p_r(k,x) = o(1), \quad k \rightarrow \infty \text{ in } \mathbb{C}^+.\]

(iii) Uniformly in \(x \in \mathbb{R}^+\) we have
\[ p_\gamma(x,k) = 1 + O(1/k), \quad p_\gamma'(x,k) = o(1), \quad k \to \infty \text{ in } \mathbb{C}^+. \]

Proof: Because of (5.3) and (5.11), the analyticity and continuity properties stated in (i) directly follow from Proposition 2.1. From (2.2) and (5.3), by proceeding\(^1,2\) as in the standard Schrödinger equation with \(c = 0\), we get

\[ m_\gamma(k,0) = 1 + O(1/\gamma), \quad m_\gamma'(k,0) = o(1), \quad \gamma \to \infty \text{ in } \mathbb{C}^+. \]

and from (1.3) we have \( \gamma = k + O(1/k) \) as \( k \to \infty \) in \( \mathbb{C}^+ \). Thus, with the help of (3.18), from (5.2) we obtain

\[ B_1(k) = i(k + \gamma)[1 + O(1/\gamma)] + o(1) = 2ik + o(1), \quad k \to \infty \text{ in } \mathbb{C}^+, \quad (5.17) \]

\[ B_2(k) = i(k - \gamma)[1 + O(1/\gamma)] + o(1) = o(1), \quad k \to \infty \text{ in } \mathbb{C}^+, \quad (5.18) \]

Note that \( |e^{-2ikx}| \leq 1 \) when \( x \in \mathbb{R}^- \) and \( k \in \mathbb{C}^+ \). Using iteration on (5.4), we find that

\[ p_\gamma(x,k) - \frac{1}{2ik} [B_1(k) + B_2(k)e^{-2ikx}] = O(1/k), \quad k \to \infty \text{ in } \mathbb{C}^+. \quad (5.19) \]

Thus, from (5.17)–(5.19) we obtain \( p_\gamma(x,k) = 1 + O(1/k) \) as \( k \to \infty \) in \( \mathbb{C}^+ \) uniformly for all \( x \in \mathbb{R}^- \). From (5.4) we obtain

\[ p_\gamma'(x,k) = -B_2(k) - \int_x^0 dy e^{2ik(y-x)} V(y)p_\gamma(y,k). \quad (5.20) \]

Iterating (5.20) and using (5.18) and (5.19), we get \( p_\gamma'(x,k) = o(1) \) as \( k \to \infty \) in \( \mathbb{C}^+ \) uniformly for all \( x \in \mathbb{R}^- \). Thus, the proof of (ii) is complete. The proof of (iii) is similar to that of (ii), and it is obtained by using (2.4), (3.20), (5.11), and (5.12).

The integral representations (5.6), (5.7), (5.14), and (5.15) can be used to establish various properties of the scattering coefficients such as their small-\(k\) and large-\(k\) asymptotics. For example, their large-\(k\) asymptotics can be obtained with the help of Proposition 5.1. However, such derivations will not be given in this paper, and we let the interested reader extract such properties from those integral representations.
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